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HOUSEKEEPING
RULES

The session will be entirely recorded and published 
on the NOTIONES project website.

All participants except speakers and moderators will be 
muted by default.

Feel free to post your questionsions in the chat.

If you would like to speak, raise your hand and wait 
for the moderator to give you the floor.
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AI BIAS IN LEAs
DECISION MAKING
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AI BIAS 

(Gaps and Challenges)

Systemic Bias Human Bias

(errors that are caused by the 
(data) sample) 

Statistical / 

Computational Bias

(errors in human thinking) (institutional and historic bias) 
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Dr Dimitris M. Kyriazanos, Project Coordinator
NCSR Demokritos

Email: dkyri@iit.demokritos.gr
Office: +30 2106503150 

popAI is funded by the Horizon 2020 Framework Programme of the European Union for Research and Innovation. GA number: 101022001

mailto:dkyri@iit.demokritos.gr
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Introduction 

popAI – in a nutshell

Main objective Main results

pop AI is a 24 month Coordination and Support
Action, bringing together security practitioners, AI
scientists, ethics and privacy researchers, civil society
organisations as well as social Sciences and
humanities experts

..aiming to boost trust in AI by increasing awareness
and current social engagement, consolidating distinct
spheres of knowledge, and delivering a unified
European view and recommendations, creating an
ecosystem and the structural basis for a sustainable
and inclusive European AI hub for LEA

SU-AI Cluster

popAI Methodology:
Analysis of theoretical legal, ethical, social and
technical framework related to the use of AI tools in
the security domain

Empirical Research on the AI tools in the security
domain, raising awareness, societal acceptance and
ethics engaging an inclusive EU AI ecosystem

Leading to results:
Pandect of recommendations for the ethical use of AI
for Law Enforcement Authorities (LEAs)

A practical ethics toolbox for assessing use of AI in
Civil Security and holistic AI taxonomy including
functionalities, controversies and social acceptance,
organisational and legal aspects

https://www.pop-ai.eu/

https://www.pop-ai.eu/
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popAI – Ecosystem & Stakeholders

https://www.pop-ai.eu/
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popAI Highlights
1st Year Policy Brief Systemising Knowledge for AI in 

Civil Security: functionalities and 

legal taxonomies 

 

The Map of AI in policing 

innovation ecosystem and 

stakeholders 

 

Listening to & Discussing with 

Society 

 

Ecosystem engagement: SU-AI 

clustering & joint activities plan 

 

 

Connecting with more than 15 

relevant projects, EU bodies and 

initiatives 

Ecosystem engagement:  

Conducted 5 Policy Labs  

 

 

https://www.pop-ai.eu/policy_labs/  
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popAI Taxonomy

We have created a series of
taxonomies that organise the
knowledge around AI, its legal,
ethical and social concerns:

• A Functionality taxonomy

• A Legal taxonomy

• An Ethical taxonomy

Systemising Knowledge for AI in Civil 
Security
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Introduction 

Legal Taxonomy

This classification aims to simplify the categorization of
regulations that apply to AI in order to enable to

1) better compare how regulations address social
concerns,

2) identify areas and intersection of areas that are
currently not covered by binding and non-binding
instruments and

3) promote a unified approach that merges human
rights, data and AI-related concerns.
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Introduction 

Ethics Toolbox

popAI is creating an Ethics toolbox to help LEAs navigate the world of
Responsible AI.

The ethics toolbox includes:

• An open-access interactive page that will use the legal, ethical and
functionality taxonomy we have created to allow people to easily search legal,
social and ethical aspects of AI applications in security

• 8 educational videos that will answer the questions that we collected from
LEAs on Responsible AI

• A glossary
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popAI – Let’s stay connected

https://www.pop-ai.eu/

popAI Final Conference
Brussels, Belgium
September 2023

https://www.pop-ai.eu/
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Thank you

https://www.pop-ai.eu/

https://www.pop-ai.eu/
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Greek policy lab

Anthoula Bania
Hellenic Police, Greece
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1st Policy Lab - Greece

1st Stakeholder Policy Lab 
Greece

25th May 2022
(online meeting)
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Case Studies 

popAI Policy Labs
1st Policy Lab - Greece

1. Predictive, research, and detection systems using crime 
data to improve policing and combat crime 

2. Systems for predicting dangerous driving using video 
footage from traffic management cameras or other real-
time footage to prevent traffic accidents.
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Methodology

1. Online meeting: more than 25 persons attending

• Hellenic Police representative (operational approach)

• IT companies (technical approach)

2. Open discussion: 3 groups (from different disciplines) in 3 break-out sessions

3. The moderator illustrated the key outcomes in the plenary meeting

4. Second open discussion: 3 groups (from different disciplines) in 3 break-out 
sessions 

5. Definition of recommendations to overcome the emerged challenges.

popAI Policy Labs
1st Policy Lab - Greece
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Important! Explaining and clarifying key concepts of the discussion when there
are groups from different disciplines

1st Case Study

Predictive, research, and detection systems using crime data to improve policing 
and combat crime

▪ Descriptive analytics: what has already happened 

▪ Predictive analytics: what will happen 

▪ Prescriptive analytics: what should happen 

popAI Policy Labs
1st Policy Lab - Greece
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1st Case Study
AS IS

✓ Application-system in which all offences and 
incidents of police interest are reported and 
captured in real time. 

✓ No use of ΑΙ

✓ Publish statistics of the main forms of crime

✓ Specific actions, which aim to provide immediate 
response

popAI Policy Labs
1st Policy Lab - Greece
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1st Case Study - Concerns - questions

✓ Where will my resources be spent the next day? 

✓ How will I make effective use of staff?

Use of ΑΙ at technical and operational levels: 

✓ ensuring proper planning;

✓ accuracy and reliability;

✓ transparency;

✓ safe and correct use of the system;

✓ capability of upgrading/reconfiguration.

popAI Policy Labs
1st Policy Lab - Greece
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1st Case Study - Potential benefits 

✓Appropriate and targeted allocation and distribution of resources 
minimizing potential human biases

✓Not easily processed manually

✓ advise/support decision-making on different levels of policing

popAI Policy Labs
1st Policy Lab - Greece
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1st Case Study - Potential challenges  

✓Risk of impartial control and bias of the system 

Negative feedback loop

✓Overreliance on the system

popAI Policy Labs
1st Policy Lab - Greece
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1st Case Study - Recommendations 

Organizational/Regulation Level

Technical Level

✓ Support the decision making not to make the decisions

✓Certification of system accountability

✓ Systems need to be constantly improved/ updated 

✓ Transparency: open-source algorithms

popAI Policy Labs
1st Policy Lab - Greece
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Initial assessment

✓ Prevention of traffic accidents 

✓ Ethical dimensions of a potentially emerging mass surveillance system

2st Case Study

Systems for predicting dangerous driving using video footage from traffic 
management cameras or other real-time footage to prevent traffic accidents

popAI Policy Labs
1st Policy Lab - Greece
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2st Case Study - Potential benefits 

✓ Train algorithms in scoring driving behaviour as low, medium, and 
high risk

✓ Interoperability - inform the respective governmental bodies

popAI Policy Labs
1st Policy Lab - Greece



NOTIONES

2st Case Study - Potential challenges  

✓Risk of abusing sensitive personal data 

✓Potential abuse of the system as third parties 

popAI Policy Labs
1st Policy Lab - Greece
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2st Case Study - Recommendations 

Organizational/Regulation Level

Technical Level

✓Open data 

✓Operators’ training 

✓ Securing user access 

✓Data security – system 

popAI Policy Labs
1st Policy Lab - Greece



popAI project
German policy lab

Pinelopi Troullinou
Trilateral Research, Ireland
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NOTIONES

2nd Policy Lab - Germany

2nd Stakeholder Policy Lab 
Germany

15th September 2022
(online meeting)
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2nd Policy Lab - Germany

Case Studies 

1. AI as a support in mission control

2. AI as support for the processing of material of sexual exploitation 
of children (CSAM) and its evaluation 
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2nd Policy Lab - Germany

Methodology

1. Interactive workshop (2 hours)

2. 13 online participants with the following backgrounds:

• LEAs

• Technical experts

• Legal and ethics experts

3. Discussions on the 2 case studies and wrap-up session
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2nd Policy Lab - Germany

1st case study 
AI as support in mission control

Operational command initial situation

Factors Description

Emergency Call An emergency call is received at the operations centre. Apparently there was a
dispute between two neighbours. One person was injured by a knife. 

Situation at the Operations 
Centre

The officer-in-charge checks the control centre to see which patrols are in the area. 
There are three possible patrols:
• Patrol 1: 1km away, patrolmen on duty since 8h, no special training of patrol 

officers, no special equipment carried along
• Patrol 2: 2km away, Patrol officers on duty since 4h, no special training for 

patrolmen, Taser is carried.
• Patrol 2: 3km away, patrol officers on duty for 2h, one negotiation-trained officer in 

the car.
• no special equipment is carried along

Decision at the Operations 
Centre

The officer-in-charge sends patrols 2 and 3 to the scene. Meanwhile, patrol 1 covers 
patrol areas 1, 2 and 3.
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2nd Policy Lab - Germany

1st case study 
AI as support in mission control

Problems

Facorts Description 

Use of the available data • Command must make a decision in a reasonable amount of time
• Obtaining data on the different strips takes time
• Decision is made without knowledge of the entire data situation

Role of the Operations 
Manager

• Personal experience has an influence on decision-making
• Mission control and person in charge can change at very short notice

Higher susceptibility to errors 
due to the human factor
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2nd Policy Lab - Germany

1st case study 
AI as support in mission control

Use of AI

Analysis of existing data and 
resulting recommendation 

Threat assessment through 
additional OSINT

Police internal interrogation 
through Automatic 

forwarding of information 
to involved parties (DC, 
rescue control centre, 
police officers on site)

Combination of AI and AR 

A utilised police officer 
treats possible victims 

directly with the help of AR 
glasses
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2nd Policy Lab - Germany

2nd case study 
AI as support for the processing of material of sexual exploitation of children 

(CSAM) and its evaluation
Operational initial situation

Factors Description

Seized material Various hard disks and data carriers are seized from one suspect

Incoming Suspicious
Activity Reports

Within the framework of international police reporting systems, hundreds of 
suspicious online contents are reported to the German police every day.

Visual inspection All suspicious and seized material is individually visually inspected manually by the 
officers
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2nd Policy Lab - Germany

2nd case study 
AI as support for the processing of material of sexual exploitation of children 

(CSAM) and its evaluation
Problems

Factors Description

Visual evaluation • Investigative approaches can only be created to a limited extent with the human 
eye

• Psychologically stressful
• Time-intensive

Administrative effort • A report must be prepared for each case
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2nd Policy Lab - Germany

Establishment of the
facts

Automated queries

(IP address, location, 
etc.)

Determination of
investigative 
approaches

Automated report
with logical context 

and collected 
information

2nd case study 
AI as support for the processing of material of sexual exploitation of children 

(CSAM) and its evaluation
Application of AI
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2nd Policy Lab - Germany

2nd case study 
AI as support for the processing of material of sexual exploitation of children 

(CSAM) and its evaluation
Key findings

• AI support in mission control is rather practical in urban areas than in rural areas

• LEAs see AI application rather in scenario 2 than in scenario 1

• Discussed scenarios are technically feasible but ethical and legal hurdles might exist

• No black box approach! Traceability of decisions of the AI is crucial

• No significant risk of bias as the amount of training material is so high and various that the risk for 
a bias is estimated as low



popAI project
Slovak policy lab

Mojmír Mamojka
Academy of the Police Force in Bratislava, Slovakia
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3rd Policy Lab - Slovakia

3rd Stakeholder Policy Lab 
Slovakia

13th December 2022
(online meeting)
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3rd Policy Lab - Slovakia

Case Study

AI tools in monitoring social networks
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3rd Policy Lab - Slovakia

Methodology

1. Online and physical meeting

2. Participants from different sectors:
➢ Academics (26)

▪ Police Academy (25 – 14 of them were police officers)
▪ Comenius University (1)

➢ Tech designers (2) – Kempelen Institute of Intelligent Technologies
➢ Policy Makers (7)

▪ Institute of Administrative and Security Analysis of the Ministry of the Interior of the Slovak 
Republic

▪ National Security Office Department of Education, Support and International Cooperation (1)
▪ National Crime Agency (2)
▪ Department of Computer Crime of the Presidium of the Police Force (3)

3. Open discussion and wrap up session
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Basic Legal Frame

Opinion of the
European Data Protection 

Supervisor

European Data Protection Board
on the upcoming

Regulation of the European Parliament and of 
the Council laying down harmonised rules on 

artificial intelligence
(Artificial Intelligence Act)
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Basic Legal Frame

Point 27
The use of AI in the area of police and law enforcement requires

area-specific, precise, foreseeable and proportionate rules
that need to consider the interests of the persons concerned and the 

effects
on the functioning of a democratic society.

Opinion of the
European Data Protection 

Supervisor
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Use of modern technologies in law enforcement in the Slovak Republic
in generalis

The National Search Information System,
which consists of several independent 

information systems.

AFIS - Automated dactyloscopic identification system 
of persons

National database of DNA profiles and CODIS system -
digitization of traces found at the crime scene and 

their subsequent comparison with databases

SOITRON
some police vehicles are equipped with 

technologies that enable the recognition of cars‘ 
license plates and their automatic lustration.

Central Lustration Console
use software tools such as rsCASE computer 

programs, Analyst's Notebook, Autonomy 
IDOL Servere...
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Case study 
AI tools in monitoring social networks

Following the murder on Zámocká Street
in Bratislava, Slovakia

The perpetrator posted several hateful statuses against the LGBTI community 
on an anonymous account only a few weeks before he murdered

2 people in front of the
,,Cafe Tepláreň“ in Bratislava
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Evidence

On the day of the murder, he 
posted a manifesto on the social 
network ...
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Evidence

After the murder, he posted more 
tweets on the social network ...
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3rd Policy Lab - Slovakia

Case study 
AI tools in monitoring social networks

Key findings

The use of AI tools and the creation of relevant ethical standards is crucial

because a large part of criminal activity

is moving from the "physical world" to the world of social networks.

According to the available statistics, it may appear that the number of crimes committed 

in the Slovak Republic is decreasing, but one of the reasons is that the perpetrators of 

crimes that happen on the Internet are often anonymous and it is difficult or impossible 

to identify them.



popAI Policy Labs

NOTIONES
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Case study 
AI tools in monitoring social networks

Key findings

Considering there is such a large amount of data on social networks and on the Internet 

in general it is impossible to monitor them without the help of AI tools.

However, corresponding ethical standards must be created together with them 

(among other things a proper balance between private law and public law in law 

enforcement), 

which is why we appreciate the results of the popAI project so far.
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Final conclusion

Policy Labs
Final considerations

➢ The Stakeholder Policy Labs facilitate the exchange of knowledge, ideas and perspectives 

between LEAs and experts from different fields (academia, industry, policy-makers, etc.).

➢ This approach allows formulating new ideas for smart policies and testing the solutions to 

identified controversies in experimental models.

➢ Each policy lab addresses specific controversies and provides the local perspective of the 

analysed countries by bringing together relevant stakeholders from each region. 

➢ The recommendations that emerged from the policy labs will be incorporated into the map of 

best practices emerging from popAI project and will form the basis of creating an ecosystem for a 

sustainable and inclusive social hub on the sound and ethical use of artificial intelligence by law 

enforcement agents (LEAs).
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Questions & Answers

popAI Policy Labs



Round table discussion

15 min
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ALLIES project

Denitsa Kozhuharova
Law and Internet Foundation, Bulgaria



Say ‘Hi’ to ALLIES

The aim of ALLIES is to support micro (and small) Hosting Service Providers (HSP) in complying with the
requirements of the Terrorist Content Online Regulation (TCO) Regulation through the creation of the
proper learning, training, experience sharing mechanisms as well as technical (AI) tools.

The ultimate outcomes that will derive from the project will include not only a higher number of TCO
removed by micro (and small) HSPs, but also establishing a model of communication between such
enterprises so that they share best practices and experiences with each other. Finally, the increase in the
number of micro and small HSPs that will implement the TCO Regulation in a proper way is also a long-term
outcome towards which ALLIES aims to work.

Consortium consists of 12 partners from 6 different EU Member States 
– Bulgaria, Greece, Italy, Austria, Spain, Cyprus.

ALLIES Project
The case of ethical AI in LEAs decision-making 
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The project is built on four main pillars
Overview of the project

65

learning & 
awareness 

raising

experience 
sharing & 
reporting 

mechanisms

technical 
development 
& adaptation

training & 
education

Complementing and cooperating with each other, these four pillars will not only support
HSPs, but will also contribute to the fulfilment of the TCO Regulation objectives.



ALLIES Methodology & Approach

Prepare: The first months of the project are dedicated to conduct a well-
rounded desktop and empirical research around the issues of online
radicalisation, extremism and terrorism, capitalising on existing knowledge
as well as on the expertise stemming from the consortium end-users
alignment with their networks. This should result in the development of a
unified taxonomy for online terrorist behaviours enablers, motives, and
incentives. The data collection will consider their operational but also
training needs to allow the crafting of a bespoke curricula. The scope of the
end-users’ needs’ assessment will unfold in the partner countries to allow
their unique perspectives to be forefront, considering the local legal,
technical but also cultural particularities. The outputs of this analysis will
feed to the awareness raising, training and education pillar of ALLIES
project, being simultaneously reviewed and updated from the inputs
derived from the terrorist related data acquisition and AI content analysis.

Develop: Following the preparation phase of the project, two development
iterations have been foreseen during ALLIES’s lifespan: (a) initial design and
development phase (prototyping), and (b) continuation of the
development along with the integration of the tools. The initial phase will
capitalise on the findings from previous activities, while the final phase will
introduce the feedback received from the first pilot demonstration of the
ALLIES solutions. The final tools (Semi-automated AI tool suite and Training
platform) will be presented in the final demo event.

Timing

Prepare:
▪ Duration: M1-M4

Develop, Initial Design:
▪ Duration: M4-M14

Develop, Integration:
▪ Initiated at M7.

▪ Duration: M16-M21.

▪ First demo: M15.

▪ Final demo M24
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ALLIES Methodology & Approach

Demonstrate: All the tools as well as the training curricula developed in
the relevant WPs are going to be properly demonstrated in two pilots.
The first pilot phase should function as a feedback and evaluation hub,
where end users inside the consortium as well as invited HSPs through
the elaborated stakeholder’s network, will be able to provide their
insights on the proposed solutions. During the second pilot phase the
integrated solution are planned to be tested. The final demonstration of
all the ALLIES tool suite, will be held in combination with the final ALLIES
consortium meeting organised in a hybrid mode.

Propose: ALLIES final solution and relevant tools will be duly
communicated and disseminated throughout the project’s lifespan and
beyond, proposing in that way to the end users (HSPs) one well-rounded
solution for supporting them towards the smooth implementation of
the TCO Regulation, also increasing the volume of the removed TCO, in
full respect to fundamental rights.

Timing

Demonstrate:
▪ First Pilot Phase: M15

▪ Second Pilot Phase: M21-M23

▪ Final demo: M24

Develop, Initial Design:
▪ Duration: M4-M14

Develop, Integration:
▪ Initiated at M7.

▪ Duration: M16-M21.

▪ First demo: M15.

▪ Final demo M24
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ALLIES Legal & Ethics Management

To properly manage ethical concerns and abide by legal requirements,
LIF closely monitors all project activities and elaborates reports yearly
on the potential risks and mitigation measures.

The following aspects fall in the scope of the Legal & Ethics
Management:

▪ Project activities as such

▪ Use of ALLIES outputs by end users

Tools

▪ Internal training(s)

▪ Guidebook

▪ Uniform templates: informed 
consent, information policy, 
data sets assessments

▪ Data Management Plan

▪ Iterative meetings with the 
technical team 
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ALLIES Legal & Ethical Methodology & Approach

Following an end-user driven methodology, ALLIES aims to ensure the proper alignment of its outcomes
with the operational and organisational needs of the final end-users, namely HSPs.

The Legal & Ethical Methodology will go beyond the project activities, to use best practices and established
ethics standards when it comes to minimising algorithmic bias.

This will be achieved by:

• Use of robust and diverse data sets

• Having a diverse team of software developers

• Establishing a common understanding of the meaning of the Ethics Guidelines for Trustworthy AI in the
project context.

• Design of tailored assessment mechanisms.
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Questions & Answers



LAW-GAME project



An Interactive, Collaborative Digital Gamification Approach to Effective Experiential 
Training and Prediction of Criminal Actions

Trusted Artificial Intelligence in Serious 
Games for Training LEAs
HOW AI HELPS LEAS TO BUILD AND OPERATE TRUSTED AI 
SYSTEMS

DATA ANALYTICS AND AI BIAS IN LEAS DECISION-MAKING WORKSHOP, MAY 19TH, 2023 72

John Soldatos  (jsoldat@innov-acts.com)

Scientific Advisor, INNOV-ACTS LIMITED

19/5/2023



AGENDA

LAW-GAME Project Overview01

Use of AI in LAW-GAME02

AI for Predicting Indicators 
of Terroristic Attacks03

Measures for Bias Alleviation & AI Act 
Compliance 04

How LAW-GAME helps LEAs with AI 
Bias05

Data analytics and AI bias in LEAs decision-making Workshop,
May 19th, 2023



Project Facts

➢ Full title: An Interactive, Collaborative 
Digital Gamification Approach to Effective 
Experiential Training and Prediction of 
Criminal Actions

➢ Duration: 36 months, starting from 
01.09.2021 

➢ Budget: €7M

➢ Consortium: 19 partners from 11 European 
countries

➢ Demonstrations: in four European test sites

➢ Work Programme: Horizon 2020

➢ GA No: 101021714 

➢ More Information: https://lawgame-project.eu/
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Main Goal
The Main Goal of LAW-GAME 
project is to advance the 
capabilities of LEAs in:

1. conducting forensic 
examination. 

2. effective questioning, 
threatening, cajoling, 
persuasion, or negotiation. 

3. recognizing and mitigating 
potential terrorist attacks.

through a Novel VR-Based Gamification 
Framework approach. 

75
DATA ANALYTICS AND AI BIAS IN LEAS DECISION-MAKING WORKSHOP, 

MAY 19TH, 2023



LAW-GAME Critical Elements At 
a Glance
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Complete Training 
System

Complete Gamified 
training system for LEAs

In-depth analysis of LEAs 
learning needs

Inspired by many 
disciplines .

01
LAW-GAME “Mini 
Games”

✓Forensic Investigation

✓Car Accident Analysis 

✓Police Interview

✓Terroristic Attack 
Prevention

02
LAW-GAME 
Technological 
Pathways 

Gamification

Virtual Reality

AI

Cloud Infrastructure

03
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The Different Uses of AI in 
LAW-GAME

1. Emotion and Stance Detection 

2. AI Narration

3. AI-Based Semantic Analysis for Crime Scene 
Investigation

4. Visual Scene Analysis for Car Accidents

5. AI based Prediction of Terroristic Indicators
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Terrorist Attack 
Mini Game: Train 
Police Officers on 
Indicators of 
Terroristic Activities

Multi-player game, consisting 
of different groups of players;

AI engine generates datasets of 
terrorist indicators and citizen 
movements;

AI engine detects terrorist 
indicators.

80

Train LEAs in understanding, predicting and 
anticipating indicators of Terroristic Activities
by means of a Virtual Reality Game, while 
generating datasets for training AI modules 
that will augment the intelligence of the game



Simplified Architecture & Terroristic 
Modelling
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Headset 
Camera

Game 
Management

Scoring
Data 

Generation

Terrorist Actions, Moves and Indicators

AI Analytics 
Modules

Mouse & 
Keyboard

Headset 
Sensors

Other 
Sensors

…

Blockchain (Data 
Provenance and 

Traceability)

Unity Gaming Engine



VR Game Artifacts

▪Objects of the VR 
Environment

▪Quests

▪Game Management 
and Control

▪Scoring 

▪Time Management

▪Data Generation
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Objects of the VR Environment

▪Buildings

▪Cameras

▪Waypoints

▪Phone

▪Kiosks

▪Police Station

▪Safehouse

▪Non-Playable Characters

▪….
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Examples of Quests

▪Quest 1: Locate and inspect safehouse location (orange waypoint)

▪Quest 2: Check MiniMap and acquire supplies (pink box)

▪Quest 3: Deliver the materials to the Safehouse (orange waypoint)

▪Quest 4: Call one of your partners using the phone booth outside the 
safehouse

▪Quest 5: Change Car Plates

▪Quest 6: Enter the car to drive around

▪Quest 7: Inspect One or more of the available targets (green waypoints)

▪Quest 8: Go back and enter inside the safehouse to prepare a bomb

▪Quest 9: Approach one of the available targets and place the bomb

▪Quest 10: Buy an evasion ticket  at the kiosk

▪Quest 11: Escape! Take a bus/taxi
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Data Generation

▪Player Movements + “Noise”

▪Game actions

▪Surveillance objects

▪Avatar moves

▪NPCk moves (with K>=1 and 
K<=N) i.e., N tables with the 
movements (e.g., trajectories) of 
each NPC

Code Actions

1FT Foot surveillance (e.g., via LEA patrols or Cameras

or helicopters)

5AS Acquiring supplies

4IS Information seeking (e.g., Phone Booth, actions
near field of view of NPCs)

2VCP Attach vehicle plates

3VCP Remove vehicle plates

4VCP Place new vehicle plates

3VS Enter the vehicle

6TA Test alarms

8PB Prepare bomb

9PB Place bomb

7BET Buy evasion tickets (e.g., vending kiosk locations)

10ETP Escape from the target
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From Generated Data to AI (Deep 
learning) Development

Autoencoders LSTM
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AI Integration & Preliminary Results

Trajectory of Terrorist Prediction of Next Location 
of the Terrorist

DBSCAN for Noise Classification

1. Classification of Abnormal Behaviours

2. Prediction of the Location of the Terrorist

3. Integration with the Game to Offer Increased Intelligence to the Players (Insights) or the Game Engine (Configure Difficulty 
Levels)
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The (“Artificial Intelligence Act –AIA”)

Suite of new legislative and non-legislative proposals related to artificial 
intelligence (AI)

• The first-ever comprehensive legal framework

The proposed AIA is accompanied by a revised AI Coordination Plan with 
member states (Plan)

• Aims to “accelerate, act and align AI policy priorities and investments across Europe”. 

Existing/planned projects related to AI at the EU level, as well as the various 
funding opportunities, including via the new Recovery and Resilience Facility
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Risk Based Categorization of AI Systems: 
Unacceptable Risk

Source: DG CNECT
Presentation 8 June 
2021, edited by Squire 
Patton Boggs
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High Level Architecture for AI Explanations

91

ML learning 
process

ML trained 

model

Training data

Validation 
data

training

tuning

Testing data

Prediction

Explainability 
analysis

Input A

Input B

Output

Explainability 
report
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AI models explainability 

92

▪Explain AI Modules/Functions:
◦ Why an Avatar is suspicious?
◦ Why a location is associated with terroristic activity?

▪Use XAI insight to provide more information to users:
◦ Increase transparency of the AI modules and the users’ trust on their

recommendations

▪Explainability tools
◦ SHAP (SHapley Additive exPlanations)
◦ LIME (Local Interpretable Model

Agnostic Explanation)
◦ gLIME (graphical LIME, a novel more intuitive

version of LIME)
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Multi-Level AI Explainability

93

▪Main levels
• Game level:

◦ All avatars in the game:
• Beeswarm summary plots
• Dependence plots

• User level
◦ Specific avatar’s behavioral patterns:
• Decision plots
• Violin summary plots

• Time instance level
◦ Avatar’s specific actions at a time instance:
• Force plots
• Decision plots

Load the trained ML model and data

Initialize a SHAP explainer

Explain model’s 
predictions

SHAP values to 
understand model’s 

predictions

Visualizations

In
feren

ce
 p

ip
elin

e fo
r X

A
I
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Conclusion: How LAW-GAME helps 
LEAs with AI Analytics and Bias

1. Ensuring Data Availability: Trusted Data Generation

2. Data Trustworthiness: Data Reliability through Provenance & Traceability

3. AI Transparency & Explainability: XAI Techniques

4. Human Oversight - Final Decision

5. Lower Risk Gamified Virtual Environment
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An Interactive, Collaborative Digital Gamification Approach to Effective Experiential 
Training and Prediction of Criminal Actions

This project has received funding from the European Union's Horizon 2020 research and innovation programmeunder GA No 101021714.

Thank you for your attention!

Q U E S T I O N S ?
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STARLIGHT Vision

“Enhance the EU’s 
strategic autonomy in the 
field of artificial 
intelligence (AI) for law 
enforcement agencies 
(LEAs)”

Challenge: complexity and data-rich 
security domain

Opportunity: application of AI to LEA 
practices

Risk: criminal misuse of AI

Goals: improve AI capabilities, tools, 
and data quality

Outcome: AI autonomy and  
resilience in the LEA community 
through collaboration



Key Facts
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Key Facts

Coordinator: CEA (France)

Start Date: October 2021

Duration: 48 months

52 Partners

18 Countries, 15 LEAs

Call: H2020-SU-AI02-2020

Secure and resilient Artificial Intelligence technologies, tools and

solutions in support of Law Enforcement and citizen protection,

cybersecurity operations and prevention and protection against

adversarial Artificial Intelligence

Type: Innovation Action

Budget: €18.8m
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STARLIGHT Approach

Create a community that 
brings together LEAs, 
researchers, industry and 
practitioners in the security 
ecosystem under a 
coordinated and strategic 
effort to bring AI into 
operational practices.

Improve the widespread 
UNDERSTANDing of AI across LEAs to 

reinforce their investigative and 
cybersecurity operations and the need 

to uphold legal, ethical and societal 
values

UNDERSTAND

Provide opportunities to LEAs to 
EXPLOIT AI tools and solutions in their 
operational work that are trustworthy, 

transparent and human-centric

EXPLOIT

Ensure that LEAs can PROTECT their 
own AI systems through privacy- and 
security-by-design approaches, better 

cybersecurity tools and knowledge 

PROTECT

Raise LEAs’ expertise and capacity to 
COMBAT the misuse of AI-supported 

crime and terrorism

COMBAT

BOOST AI for LEAs in Europe through 
high-quality datasets, an interoperable 
and standardised framework for long 
term sustainability of solutions, and 

the creation of an AI hub for LEAs that 
supports a strong AI security industry 

and enhances the EU’s strategic 
autonomy in AI.

BOOST
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Examples of STARLIGHT‘s work in Data Analytics and AI Bias in LEAs decision-making

• WP5 focusing on data (TNO)
• Training/Testing Datasets fostering AI in support of LEAs
• Specific task on data quality assessment, management and assurance

• to provide LEAs with tools to identify bias or under-representation in a dataset, and assess the 
suitability of a dataset for training AI models, 

• to identify weaknesses in data or missing data groups, in order to prevent inappropriate use of data 
for model training and avoid problems of bias and discrimination in developed tools. 

• Continous technical, legal and ethics assessment of datasets to prevent bias
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Examples of STARLIGHT‘s work in Data Analytics and AI Bias in LEAs decision-making

• WP4 & WP12 focusing on ethical and legal aspects
• Research task concerning „Multidisciplinary Perspectives on Algorithmic Bias“ 

(Plus Ethics)
• Continous guidance and monitoring to avoid bias in the AI tools that STARLIGHT 

partners are developing
• Ethical and Legal Observatory

• Collaboration with AP4AI (CENTRIC and EUROPOL)
• Self-assessment tool including elements to assess bias, to be implemented

within STARLIGHT
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Questions & Answers
Ezgi Eren (KU Leuven Centre for IT & IP Law (CiTiP) – imec)

Ezgi.eren@kuleuven.be
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Project website https://www.notiones.eu
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Twitter account |  https://twitter.com/NOTIONES_EU



DISSIMINATION & COMMUNICATION
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LinkedIn account |  https://www.linkedin.com/in/notiones-project-93aa22224/
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Thank you for your attention!
Contact us, get involved, stay updated:

office@notiones.eu

www.notiones.eu

@NOTIONES_EU

NOTIONES
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